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1. Why connectivity? 
2. What sort of connectivity? 
3. How does this advance science? 



1. Why connectivity? 
 
 



As technology enables massive collection of 
field sensor data, deployments must be 

designed to minimize field maintenance time. 



Why think about remote station reliability? 

 Extreme environments 
 Long term deployment 

 Distance/expense 
 Sustainability 



Scale: small unattended observation stations 



Challenge: Electrical Power 

 Icing 
 Wind loading 
 Shading 
 Low temperatures 

Sources: grid, SOLAR, mechanical/wind, fuel 

How can we maximize capacity and 
reduce downtime? 



Challenge: Data Communications 

 Speed/protocol 
 Power requirements 
 Hardware expense 
 Infrastructure 
 Expertise 

Enables: data transfer, remote control, remote troubleshooting, 
advanced systems 

How can we reduce downtime and 
maximize capacity? 



You can either send people out in all seasons to download data 
and check on the science equipment…..or…….. 





 
2. What sort of connectivity? 

 



Data Flow, NevCAN stations 



Field TCP/IP Networking 



100 km 





Managing TCP/IP Networking 
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Managing TCP/IP Networking 
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Managing TCP/IP Networking 

Transport subnets: limited routing 
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Managing TCP/IP Networking 

Transport subnets: limited routing 
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Tools: 
Interior Routing Protocol OSPF 

Monitoring via SNMP 
Radio links via ISM bands 



Potential Problems 

 Radio interference 
 Routing conflicts 



 
 

3.  How does this advance science? 



Collection of high-frequency data 



Evaluation of ongoing experiments 



Visualizing environmental processes 



Real-time information 



Real-time information 



Internets in the middle of nowhere! 





How can you enable connectivity? 

Learn about: 
 radio/RF engineering 
 packet-based networks 
 enterprise routing 
 electrical power systems 
 outdoors installation (!) 
 staying flexible … 



http://wiki.esipfed.org/index.php/EnviroSensing_Cluster 
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