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Water Distribution in an Arid Zone 
Soil: Numerical Analysis of Data 
from a Large Weighing Lysimeter
J. Dijkema, J.E. Koonce, R.M. Shillito, T.A. Ghezzehei, 
M. Berli,* M.J. van der Ploeg, and M.Th. van Genuchten
Although desert soils cover approximately one third of the Earth’s land sur-
face, surprisingly little is known about their physical properties and how 
those properties affect the ecology and hydrology of arid environments. 
The main goal of this study was to advance our understanding of desert 
soil hydrodynamics. For this purpose, we developed a process-based com-
ponent within HYDRUS-1D to describe the moisture dynamics of an arid 
zone soil as a function of water fluxes through the soil surface. A modified 
van Genuchten model for the dry end of the soil water retention curve was 
developed to better capture the basic flow processes for very dry condi-
tions. A scaling method was further used to account for variabilities in water 
retention because of changes in the bulk density vs. depth. The model was 
calibrated and validated using hourly soil moisture, temperature, and mass 
data from a 3-m-deep weighing lysimeter of the Scaling Environmental 
Processes in Heterogeneous Arid Soils facility at the Desert Research Institute 
(Las Vegas, NV). Measurements and simulations during a 1-yr period agreed 
better under precipitation (wetting) than under evaporation (drying) con-
ditions. Evaporation was better simulated for wet than for dry soil surface 
conditions. This was probably caused by vapor-phase exchange processes 
with the atmosphere, which were unaccounted for and need to be further 
explored. Overall, the model provides a promising first step toward develop-
ing a more realistic numerical tool to quantify the moisture dynamics of arid 
ecosystems and their role in climate change, plant growth, erosion, and 
recharge patterns.

Abbreviations: HDU, heat dissipation unit; SEPHAS, Scaling Environmental Processes in 
Heterogeneous Arid Soils; TDR, time-domain reflectometry; TPHP, triple-point heat dis-
sipation probes; WRC, water retention curve.

Desert soils cover approximately one third of the Earth’s land surface (Hare, 1985), 
with 15 to 25% of these soils being located in arid climates that have an annual precipi-
tation of <250 mm. Desert soils are known to affect cloud and dust formation, as well 
as CO2 fluxes, which affect climate on a global scale (Austin et al., 2004; Huxman et 
al., 2004; Morgan et al., 2004; Bhattachan et al., 2012). Desert soils also support fragile 
ecosystems with flora and fauna that have adapted to limited water resources (Devitt et 
al., 2011; Kidron and Gutschick, 2013; Moreno-de las Heras et al., 2016). Demands on 
desert soils continue to increase because of an increase in the global population, and as a 
result of human activities such as agricultural and horticultural operations, construction, 
waste disposal, and recreation (Dregne et al., 1991; D’Odorico et al., 2013). Some of the 
fastest growing cities in the world are now in arid areas; their rapid development is often 
coupled with above-average water use per capita (Kenny and Juracek, 2012).

Despite the considerable extent of desert soils, relatively little is known about their mois-
ture dynamics in space and time. This may be because deserts were previously considered 
unproductive for forestry and agriculture unless irrigated. Most hydrologic studies of 
desert soils have focused on deep infiltration (i.e., tens to hundreds of meters deep) to assess 
groundwater recharge or contaminant transport processes (Gee et al., 1994; Andraski, 
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1997; Constantz et al., 2003; Gee et al., 2005; Scanlon et al., 2005; 
Andraski et al., 2014) and have overlooked the near-surface soil 
environment (i.e., the top centimeters to meters). However, the 
near-surface environment controls the infiltration, runoff, stor-
age, and evapotranspiration of sparse precipitation in arid climates 
(Koonce, 2016).

The overarching goal of this study was to advance our mechanis-
tic understanding of the moisture dynamics of near-surface desert 
soils. We were particularly interested in moisture dynamics as 
a function of precipitation and evaporation within the top few 
meters of an arid soil. To evaluate these dynamics, we compared 
measured soil moisture and temperature data from a 3-m-deep 
weighing lysimeter located in the Mojave Desert of southern 
Nevada with numerical simulations using a process-based soil 
physical model implemented in the HYDRUS-1D software pack-
age (Simunek et al., 2016). The weighing lysimeter is part of the 
Scaling Environmental Processes in Heterogeneous Arid Soils 
(SEPHAS) facility in Boulder City, NV, constructed and man-
aged by the Desert Research Institute (Chief et al., 2009). The 
lysimeter has been operational since 2008 and has collected >8 yr 
of data on precipitation, evaporation, soil moisture and tempera-
ture, and other relevant environmental parameters. The controlled 
conditions of the SEPHAS lysimeter experiment allow us to study 
hydrological processes of arid soils under well-defined initial and 
boundary conditions. The resulting database provides a unique 
opportunity to test the validity of conceptual and mathematical 
models simulating vadose zone water flow and heat transfer pro-
cesses that are typical of arid and semiarid regions. We used the 
data to test the capability of the HYDRUS-1D software package 
(Šimůnek et al., 2016) to capture the strong coupling of water and 
heat transport processes in the lysimeter, as well as unsaturated 
flow near the lowest extreme of the soil moisture range.

66Materials and Methods
Study Site
The study was conducted at the SEPHAS weighing lysimeter 
facility in Boulder City (35.96° N, 114.85° W), which is ~40 km 
southeast of Las Vegas, NV. The facility is located in the Mojave 
Desert at an elevation of 768 m. The average annual precipitation 
is 141 mm, whereas average daily temperatures range from 8.1°C in 
January to 31.7°C in July (1931–2005) (Western Regional Climate 
Center, 2017). The core of the SEPHAS facility consists of three 
weighing lysimeter tanks filled with desert soil from a study site in 
nearby Eldorado Valley, which is ~8 km southwest of the facility. 
Our study focused on only one of the three lysimeters. Soils at the 
Eldorado Valley study site developed from volcanic parent material 
(mainly andesite and rhyolite) that was deposited on a south-facing, 
shallow-sloped alluvial fan (0–15% slope angle) from the nearby 
McCullough and Highland Ranges (Chief et al., 2009). The soil 
we used has a been classified as a sandy-skeletal, mixed, thermic 

Typic Torriorthent of the Arizo series (Soil Survey Division Staff, 
1993) and is primarily vegetated with creosote bush [Larrea tri-
dentate (DC.) Coville] and white bursage [Ambrosia dumosa (A. 
Gray) Payne].

Lysimeter Design and Instrumentation
The SEPHAS lysimeters are cylindrical, stainless steel tanks 
with a diameter of 226 cm and depth of 300 cm (Type 304, 
Moore’s Blacksmith Shop) that are placed on truck scales 
(Model Z-100, Cardinal Scale Manufacturing Company) and 
housed underground in individual rooms that are accessible by a 
tunnel (Chief et al., 2009). Figure 1 shows a schematic diagram 
of the dimensions and design of the lysimeter. The scales have 
a resolution of 450 g and can detect changes in the lysimeter 
mass equivalent to a water column of 0.1 mm. The lysimeter 
tanks were filled with soil from bottom to top in individual lifts 
(between 2- and 22-cm lift thickness), with each individual lift 
being repacked as closely as possible to the bulk densities mea-
sured at the Eldorado Valley study site. The lysimeters have been 
kept free of vegetation since their installation in 2008. Chief 
et al. (2009) provides a comprehensive description of the three 
SEPHAS lysimeters.

Only the data from Lysimeter 1 are described here, since that 
lysimeter was the focus of our study. Lysimeter 1 has a homog-
enous texture profile with a fine fraction (<2 mm) consisting of 
93.0% sand, 5.5% silt, and 1.5% clay and an average gravel content 
of 18.9% by mass. The lysimeter was repacked to the bulk density 

Fig. 1. Schematic diagram of lysimeter dimensions and the distribution 
of triple-probe heat probe (TPHP) sensors for temperature (T), time-
domain reflectometry (TDR) sensors for water content (q), and heat-
dissipation unit (HDU) sensors for pressure head (h) and temperature 
(T). Numbers adjacent to the sensor icons indicate the number of 
replicates installed at each depth.
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profile shown in Fig. 2a, which reflects the bulk density profile of 
the undisturbed soil at the Eldorado Valley study site. Bulk densi-
ties ranged from 1442 to 1798 kg m−3, yielding a porosity range 
from 0.24 to 0.31 (as calculated using an average measured particle 
density of 2479 kg m−3).

Volumetric moisture contents were measured at depths of 10, 25, 
50, 75, 100, 150, 200, and 250 cm using time-domain reflectom-
etry (TDR) probes (Model CS605, Campbell Scientific). Four 
probes per depth were installed at 10, 25, 50, and 100 cm, and 
two probes per depth were installed at 75, 150, 200, and 250 cm. 
Soil water pressure heads (matric potentials) were monitored at 
depths of 5, 10, 25, 50, 75, 100, 150, 200, and 250 cm using 
heat dissipation units (HDUs; Model 229, Campbell Scientific). 
Four HDUs per depth were installed at 10, 25, 50, and 100 cm, 
and two HDUs per depth at 75, 150, 200, and 250 cm. Soil 
temperatures at depths of 5, 10, 25, 50, 75, 100, 150, 200, and 
250 cm were determined using temperature sensors installed in 
the HDUs at the respective depths. Additionally, near-surface 
soil temperatures were measured at depths of 12, 24, 36, and 
48 mm using triple-point heat dissipation probes (TPHP, East 30 
Sensors). The arithmetic means of the soil water contents, pres-
sure heads, and temperatures were calculated for each depth, and 
the averages were used for the various calculations.

Hourly precipitation and evaporation rates were calculated from 
lysimeter mass readings taken at 15-min intervals. Concurrently, 

precipitation rates were monitored using a tipping bucket rain 
gauge (Model TE525WS-L, Campbell Scientific) located ~30 m 
west of Lysimeter 1. The rain gauge provided precipitation data at 
30-min intervals. This study covered the time period from 1 Oct. 
2011 at 0000 h to 30 Sept. 2012 at 2300 h, which resulted in 8784 
hourly measurements.

Laboratory Characterization of the Soil 
Water Retention Curve
The calibration range of the in situ pressure head sensors did 
not span the range that was experienced by the lysimeter soil. 
Additional laboratory measurements were performed using a dew-
point potentiometer (WP4, Decagon Devices) to provide data for 
calibrating the flow model in the dry range. Three disturbed and 
homogenized samples of the bulk soil were moistened to ~0.1 kg 
kg−1 and dried in consecutive steps by exposing them to the ambi-
ent laboratory environment for short intervals. After each drying 
interval, the samples were equilibrated overnight and their water 
potentials determined using the potentiometer, which was set in its 
manual mode to provide the most accurate readings. Gravimetric 
water contents were determined at each step using the sample mass, 
whereas the final mass was determined after oven drying at 105°C 
for 24 h. The gravimetric water contents were converted to volu-
metric fractions using the bulk density values of the pertinent soil 
layers in the lysimeter.

Model Description
One-dimensional unsaturated water flow and heat transport pro-
cesses in the lysimeter were analyzed using the comprehensive 
HYDRUS-1D code, which has been successfully used to simulate 
vadose zone hydrologic processes of a wide range of soil and environ-
mental problems (Šimůnek et al., 2016), including arid soil (Dixon, 
1999). One major advantage of HYDRUS-1D for our study is its 
capability to simulate coupled heat and nonisothermal water flow in 
both the liquid and vapor phases. Nonisothermal liquid and vapor 
flow of water is described below as a sum of isothermal and non-iso-
thermal components (Philip and de Vries, 1957; Saito et al., 2006):
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where qT = q + qv [L3 L−3] is the total volumetric water content 
(i.e., the sum of the liquid and vapor components, respectively), 
with t being the time [T] and z being the soil depth [L]. The first 
part of Eq. [1] within brackets denotes the isothermal flux driven 
by pressure head (h [L]) gradients and includes liquid (K [L T−1]) 
and vapor (Kvh [L T−1]) phase fluxes. The second part represents 
water flow driven by thermal gradients (T [K]) and includes both 
liquid (KLT [L2 K−1 T−1]) and vapor (KvT [L2 K−1 T−1]) phase 
fluxes. The last term (S) of Eq. [1] denotes local sources and sinks. 
The accompanying heat transport equation is given by

Fig. 2. Profile of the porosity (left panel) and corresponding linear 
scaling coefficients (right panel) of the water content (D), pressure 
head (A), and hydraulic conductivity (B).
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where Cp and Cw [M L−1 T−2 K−1] are the volumetric heat capaci-
ties of the porous medium and the pore water, respectively; L0 
[M L−1 T−2] is the heat of vaporization; l is the effective thermal 
conductivity [M L T−3 K−1]; and q and qv (L T−1) are the fluxes 
in liquid and vapor form. The flux terms are derived from the 
brackets in Eq. [1]. The thermal conductivity of the composite 
medium was calculated using an empirical relationship proposed 
by Chung and Horton (1987):

lq= + q+ q0.5
1 2 3b b b  	 [3]

in which we used the parameter values b1 = 0.228, b2 = −2.406, 
and b3 = 4.909, which are typical of a sandy texture, to yield l in 
SI units [M L T−3 K−1]. The water retention curve (WRC) of the 
porous medium was described using the dual-porosity model of 
Durner (1994):
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where Se = (q − q r)/(q s − q r) is effective saturation (with q s 
and qr representing the saturated and residual water contents, 
respectively), m = 1 − 1/n, and a [L−1] and n are shape factors. 
The coefficients 1 and 2 in Eq. [4] represent distinct coarse and 
fine pore-size distributions, with the parameter w representing 
the fine pore-size distribution fraction. The isothermal liquid-
phase hydraulic conductivity of the medium is then described 
using Mualem’s (1976) approach (Durner, 1994; Priesack and 
Durner, 2006):
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[5]

where KS is the saturated hydraulic conductivity [L T−1], and l is a 
pore-connectivity parameter (dimensionless). The thermal liquid-
phase hydraulic conductivity is calculated by incorporating the 
temperature dependence of surface tension in Eq. [5]. This physi-
cally based formulation does not contain soil-specific parameters. 
Similarly, thermal and isothermal vapor conductivities are calcu-
lated by rewriting the thermal and isothermal vapor diffusivity 
equations (Saito et al., 2006).

The unsaturated hydraulic conductivity formulation given by Eq. 
[5] assumes that the soil pore system is made up of a bundle of 
capillaries. Although this assumption may be valid in the wet 
and intermediate range of the soil moisture spectrum (0.0 to 

−0.3 MPa), soil water dynamics in the lower extreme is dominated 
by adsorbed film f low, as well as vapor phase f low (Tuller and 
Or, 2001; Peters et al., 2015; Rudiyanto et al., 2015). Because 
water films sustain liquid f low at a higher rate than capillaries 
when the water content is very low, the unsaturated hydraulic 
conductivity at the lower end is likely always somewhat higher 
than what is predicted using Eq. [5]. Unfortunately, the contri-
butions of film f low have not been widely adopted yet and are 
not included directly in the current version of HYDRUS-1D, 
unless they are accounted for indirectly by using dual-porosity 
hydraulic properties.

Parameterization of Soil Hydraulic Functions
Figure 2 shows that although the soil packed in the lysimeter has a 
uniform texture, the bulk density varies considerably. Representing 
this heterogeneity accurately in the model required partitioning 
the model domain into multiple layers, each with a distinct set 
of hydraulic parameters. This setup would result in an exorbitant 
number of free parameters and therefore cause the model to have 
very little interpretive value. To limit this problem, we treated 
the model domain as an equivalent homogenous medium with a 
single set of reference hydraulic parameters. Variability in the soil 
bulk density was accounted for by using a set of scaling param-
eters (Vogel et al., 1991) included in the HYDRUS-1D software. 
This allowed the water content, pressure head, and hydraulic 
conductivity at each node to be scaled independently by a set of 
depth-dependent coefficients. For this approach, it was also impor-
tant to relate these coefficients to deviations of the bulk density 
from its reference value. In our analysis we used the depth of the 
shallowest set of sensors (0.1 m) as the reference depth. The deri-
vations of the scaling relations are detailed in the Appendix. The 
final scaling coefficients for the water content, pressure head, and 
hydraulic conductivity were, respectively:
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where rb is the soil bulk density (M/L3), rs is the particle density 
(M/L3), and the superscript o is used to indicate values calculated 
using parameters corresponding to the reference depth (0.1 m). 
The coefficients a = −2.82 and b = −6.97 were determined by 
fitting Eq. [6–8] to water retention and hydraulic conductivity 
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data of granular porous media packed to different bulk densities 
(Laliberte et al., 1966).

To further reduce the number of free soil hydraulic parameters, the 
parameters of the WRC of the reference depth were determined 
by fitting the Durner model (Eq. [4]) to the measured water con-
tent and pressure head data. For the coarse pore-size fraction, we 
used data from the in situ water content and pressure head sensors 
at 0.1 m. For the fine pore-size fraction, which was assumed to be 
independent of packing density, we used the laboratory-measured 
water content and pressure head data. The lysimeter and laboratory 
data were used to determine the shape coefficients (a and n) of the 
two pore-size fractions and the weight of the finer pore-size fraction 
(w). The saturated water content (qs) was set to porosity, whereas the 
residual water content (qr) was assumed to be zero. These assump-
tions were made based on laboratory tests with lysimeter soil that 
was exposed to air having different relative humidity values between 
0 (oven dried and then stored in a desiccator) and 80%. The corre-
sponding volumetric water contents ranged from 0 to <1%.

In summary, the porosity and WRCs of the entire lysimeter were 
inferred from both in situ and laboratory measurements prior 
to the HYDRUS-1D simulations. We did not have any directly 
measured data that could be used to infer the saturated hydrau-
lic conductivity and pore-connectivity coefficients. These were 
therefore determined by inverse modeling using HYDRUS-1D. 
The vapor hydraulic conductivity, as well as the thermal liquid-
phase hydraulic conductivity coefficients, were calculated in 
HYDRUS-1D using physically based relations that did not require 
soil-specific parameters. The longitudinal thermal dispersivity was 
set at 0.00221 m (Hopmans et al., 2002). The thermal capacities 
of the mineral fraction and water were set to default values of Cm 
= 2.49 105 J m−3 K−1 and Cw = 5.42 105 J m−3 K−1, respectively 
(Šimůnek et al., 2016).

Model Setup
In our study, we used HYDRUS-1D (V4.16.0110; Šimůnek 
et al., 2016) for all of the simulations. Our objective in using 
this model was twofold: to determine the saturated hydraulic 
conductivity using an inverse simulation, and to gain valuable 
insight into the main mechanisms governing surface f luxes and 
hydraulic redistribution processes within the lysimeter using a 
well-calibrated model.

The numerical model consisted of a 3-m-deep, single-material soil 
column that was uniformly discretized into 600 finite element 
layers of 0.005-m thickness. The variability in hydraulic proper-
ties due to variations in bulk density was mapped onto the flow 
domain using the scaling coefficients DXZ, AXZ, and BXZ for the 
water content, pressure head, and hydraulic conductivity, respec-
tively. The coefficients were first calculated separately for each 
lift of 0.1 m used during packing and subsequently interpolated 
linearly to obtain values for each layer. The coefficients of the first 

and last layers were extended to the top and bottom nodes of the 
numerical grid.

Initial Conditions
Initial conditions of the soil moisture content were obtained by 
interpolating moisture contents measured at the various depths 
on 1 Oct. 2011 at 0000 h. Because there were no sensors at the 
surface and bottom of the lysimeter, the values obtained from the 
highest and lowest sensors were extended to the top and bottom 
of the model domain, respectively. Initial soil temperature values 
were defined similarly, even though we had far more temperature 
sensors near the soil surface.

Boundary Conditions
The hydraulic top boundary condition was defined in terms of a 
time-dependent flux, which was calculated using the measured 
hourly changes in the lysimeter mass. This assumes that gains or 
losses in the lysimeter mass were caused only by precipitation or 
surface evaporation, respectively. The bottom boundary was set as 
a seepage face, which does not permit outflow when the bound-
ary remains unsaturated. During the timeframe considered in this 
study, the wetting front had not yet arrived at the bottom of the 
lysimeter, which justified using these conditions. Lateral flow and 
lysimeter wall effects were not included in the one-dimensional 
model. Time-dependent temperature boundary conditions were 
imposed at the upper and lower boundaries as derived from the 
temperature measurements by TPHP sensors at 2.5 cm and a 
HDU sensor at 250 cm, respectively.

Calibration and Testing
The data used in this study started on 1 Oct. 2011 at 0000 h and 
ended a full year later on 30 Sept. 2012 at 0300 h, which resulted 
in 8784 hourly measurements. Two subsets of the data were used 
to separately calibrate and validate the model. An inverse simula-
tion was conducted using a relatively wet subset of the data from 
Day 323 through Day 367 of the simulated time period (herein 
referred to as the water year). Hourly soil water contents from all 
eight depths were used for the inversion, which generated 4803 
data points. Two versions of the inverse model were tested: one 
with both the saturated hydraulic conductivity (KS) and the pore 
connectivity factor (l) as unknowns, and one with only KS as 
unknown. The temperature data were not used for calibration. For 
the validation simulation, data from Day 0 to Day 125 were used. 
The model’s goodness of fit was expressed in terms of the weighted 
RMSE and the coefficient of determination, R2.

66Results and Discussion
Water Retention Curves
The best-fit calibrated hydraulic conductivity (KS) and pore 
connectivity parameter (l) are given in Table 1. Figure 3 shows 
measured and fitted WRCs for all depths. Water content and 
pressure head data pairs from the different in situ quadrants, as 
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well as the laboratory samples, are represented by distinct symbols. 
Measurements outside the calibration ranges of the in situ pressure 
head sensors (−104 cm £ h £ −102 cm) and the laboratory WP4 
potentiometer data (h £ −5 ´ 104 cm) were not included. The 
apparent hysteresis observed at 10 cm was thought to be due to a 
response time lag of the pressure head sensors. Additionally, the 
poor sensitivity of the in situ sensors near the upper limit of the 
calibration range did lead to an apparent asymptotic rise in mea-
sured water contents at pressure heads near −100 cm. However, 
because the exact thresholds of these biases were unknown, the 
Durner dual-porosity model was fitted to all measured data within 
the calibration range at a depth of 10 cm.

A nonlinear optimization code written in R (R Core Team, 2016) 
was used to fit the Durner model to the water retention data of 
the reference layer. Table 2 shows the best-fit Durner parameters 
of the lysimeter soil at a depth of 10 cm. Water retention param-
eters of the remaining layers were determined using Eq. [6–8] as 
described in the Appendix. Table 3 lists the corresponding scaling 
parameters. The dashed lines in Fig. 3 represent the fitted retention 
curves, and the solid lines represent the depth-adjusted WRCs. 
The differences in water retention between the layers can be attrib-
uted mostly to differences in bulk density (and therefore porosity), 
as shown in Fig. 2. Saturated water contents were set equal to the 
measured depth-specific porosities (i.e., qs = f). We visually cor-
roborated the scaled WRCs at all depths, but the goodness of fit 
was most obvious at depths of 25 to 75 cm.

Lysimeter Mass
Figure 4 shows the mass of Lysimeter 1 and the near-surface 
(6–12 mm) soil temperature data recorded during water year 2011. 
The temperature data clearly exhibited an annual cycle, with the 
range of the data points reflecting diurnal cycles. The lysimeter mass 
exhibited a continuous decline, which indicated evaporative losses, 
although there were occasional abrupt spikes during precipitation 
events. A change in lysimeter mass of 1 kg corresponded to a change 
in moisture depth of 0.25 mm. The observed range of changes in the 
water depth during the period of interest was ~63 mm.

Figure 5 shows the daily mass, vapor density, humidity, and 
temperature dynamics at four selected soil moisture periods. When 
the time series data were differentiated numerically to calculate 
lysimeter mass fluxes, small f luctuations (below the calibrated 
accuracy of the scale) were amplified. These fluctuations in the 

data were filtered using smoothed spline functions (R Core Team, 
2016). We compared the original lysimeter mass data with the mass 
reconstructed by integration of the calculated flux to ensure that 
this smoothing did not alter the integrity of the data. Each period 
of the plots shown in Fig. 5 lasted 5 d. Figure 5 also shows the air 
temperature, relative humidity, and vapor density (measured 2 m 
above ground) values, as well as the near-surface soil temperature 
and lysimeter mass data. Two of the events represented relatively 
wet near-surface conditions (starting within 2 d after a rain event), 
whereas the other two events covered relatively dry conditions long 
after a rain event. The last two events were only 4 wk apart and 
separated by a period that had the largest rain event of the water 
year. The overall drying rate was more intense when the near-surface 
soil was still moist (1.2–1.5 kg d−1) compared with the dry periods 
(~0.5 kg d−1, approximately equal to the load-cell resolution).

A striking feature of Fig. 5 is the considerable diurnal mass fluc-
tuation shown in the lower panel. One possible explanation for 
this periodicity is a thermal artifact of the weighing mechanism 
of the lysimeter. The diurnal temperature f luctuations of the 
near-surface soil (also plotted) were nearly identical at all times. A 
careful examination of the four intervals showed that the night-
time mass gains were more definitive (larger than the instrument 
resolution and less noisy) only when the surface soil was still wet. 
During these wet times, approximately half of the daily losses 
were regained during the night and early morning. In contrast, 
the mass gains (or fluctuations) during the dry times were very 
noisy. Additionally, the gain in mass started at or before midnight 
for wet soils when the soil surface was still cooling. This suggests 
that thermal artifacts on the performance of the scale do not fully 
explain the mass gain.

An alternative and more consequential explanation for the fluctua-
tions is vapor condensation (dew) or direct vapor adsorption by the 
soil caused by large daily fluctuations in the surface-soil temperature 
(~30°C at 6–10 cm below the surface). The observed nighttime 
mass gains during the wet periods (~0.5 mm) are consistent with 
observations of nightly gains of soil water in the Negev Desert, which 
has a climate comparable with that of the Las Vegas area (Agam and 
Berliner, 2004; Hill et al., 2015). The above considerations justify 
including the mass gain as a surficial deposition of moisture.

Model Calibration
The subset of data from water year 2011–2012 used for model 
calibration is indicated by the shaded region in Fig. 4, marked as 

“Cal.” This subset commenced when the lysimeter was the light-
est (driest) during the year and contains data from three major 
storms, including the largest storm of the year (which added >50 
mm in precipitation). Figure 6 compares the measured and best-
fit modeled cumulative mass fluxes across the lysimeter surface. 
Because mass losses through all surfaces of the lysimeter other 
than the soil surface were considered negligible, the cumulative 
mass flux should be equivalent to the net mass change from the 

Table 1. Best-fit calibrated parameters.

Description Value

Fitted saturated hydraulic conductivity (KS), cm h−1 2.00

Pore connectivity parameter (l) 2.0

R2 0.886

RMSE 6.223 ´ 10−5
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Fig. 3. Water retention curves of the lysimeter soil at various depths. The symbols correspond to water contents and pressure heads measured at the 
corresponding depths and quadrants (NE, northeast; NW, northwest; SW, southwest; SE, southeast) or laboratory data derived from dew-point poten-
tiometer (WP4) measurements. The dashed lines represent the Durner’s dual-porosity model fitted to the 10-cm data, and the solid lines are curves 
transformed using linear scaling coefficients.
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start of the calibration period. The model generally captured the 
infiltration and evaporation dynamics well. However, the simulated 
rate of drying was slower than the observations. This discrepancy 
increased over time, which led to the widening gap shown in Fig. 6. 
Dixon (1999) found similar results comparing measured with 
HYDRUS-1D-simulated soil water storage in the bare soil of a 
weighing lysimeter at the Nevada Test Site in Nye County, Nevada.

Figure 7 shows a comparison of measured and simulated water 
contents of all eight observation layers. Only the water content 
data were used in the calibration. The reported error bands are 
standard measurement errors from the four lysimeter quadrants, 
except for the data at depths of 100, 200, and 250 cm, which each 
had only two sensors. In general, the model accurately captured the 
observed water content dynamics in the top 1 m of the lysimeter, 
except for two distinct discrepancies. One discrepancy occurred 
during the late stages of drying at 10 cm, where the simulated rate 
of drying lagged behind the measured rate. This lag is consistent 
with the discrepancy in the surface mass flux noted earlier. The 
other discrepancy occurred when the wetting front reached 75 cm. 
The standard error of the water content at 75 cm (according to the 
TDR sensors at the four quadrants) showed an abrupt increase 
at the same time. A closer inspection of the data from individual 

quadrants (data not shown) revealed that the northwest quadrant 
was slightly drier than the other locations at and below 75 cm. This 
suggests that a preferential flow path may have developed at that 
depth. At 100 cm, which had sensors only in the northeast and 
southwest quadrants, the arrival of the wetting front was much 
slower. Incomplete contact between the sensor and the soil may 
have been another reason for the differences in moisture contents 
measured at 75-cm depth. Although the sensors were carefully 
installed in the disturbed soil, incomplete sensor-to-soil contact 
cannot be ruled out. Below 1 m, no changes in the moisture con-
tent were observed in the water year 2011–2012.

Figure 8 shows a comparison of measured and simulated tempera-
tures of the eight observation layers. The temperature datasets 
were not used to calibrate the model, which confirms that the 

Table 2. Directly determined hydraulic parameters of the 
lysimeter soil layer at the 10-cm depth.

Parameter Value

Saturated water content (qs) 0.292

Residual water content (qr) 0.000

Durner parameter a1 (coarse subcurve), cm−1 1.57 ´ 10−2

Durner parameter n1 (coarse subcurve) 2.571

Durner parameter a2 (fine subcurve),  cm−1 10−4

Durner parameter n2 (fine subcurve) 1.35

Fraction of fine subcurve (w) 0.245

Table 3. Fitted scaling parameters for the remaining depths.

Fitted scaling parameter†

Depth Bulk density Porosity (rb ¢ − rs)/(rb − rs) DXY AXY BXY

cm g cm−3

10 1.70 0.292 1.000 1.000 1.000 1.000

25 1.74 0.275 0.941 0.941 1.165 0.693

50 1.84 0.232 0.793 0.793 1.785 0.249

75 1.64 0.303 1.037 1.037 0.913 1.244

100 1.91 0.215 0.735 0.735 2.159 0.158

150 1.76 0.268 0.916 0.916 1.245 0.591

200 1.74 0.253 0.864 0.864 1.440 0.417

250 1.74 0.251 0.857 0.857 1.471 0.396

† �rb ¢, bulk density; rs, particle density; DXY, linear scaling coefficient of water content; AXY, linear scaling coefficient of pressure head; BXY, linear scaling coefficient of 
hydraulic conductivity.

Fig. 4. Temperatures of the near-surface lysimeter soil and validated 
(Val.) and calibrated (Cal.) total mass of the lysimeter during water 
year 2011–2012.
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Fig. 5. Diurnal dynamics of near-surface soil temperature, air temperature, air relative humidity, air vapor density, and lysimeter mass data during four 
periods when the surface soil was wet and dry.
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thermal properties of the soil were set a priori. The model cap-
tured the temperature dynamics in the top 25 cm accurately, but 
the results deviated from the measurements starting at 50 cm. The 
deviations were probably caused by variations in soil bulk den-
sity (and therefore thermal properties) with depth, with the most 
notable variability occurring in the 40- to 120-cm region (Fig. 2). 
However, the solid fraction in the model was kept uniform (set 
to the value corresponding to the porosity at 10-cm depth), since 
HYDRUS-1D does not permit any scaling of thermal properties. 
The discrepancy thus appears to be caused by inconsistent thermal 
properties. The discrepancies at 50 and 100 cm are propagated by 
the model to the underlying layers.

Discrepancy and Diurnal Fluctuations
To better understand the main causes of the discrepancy between 
the simulated and observed drying rates, we examined the 
simulated surface pressure heads, as well as the simulated and 
measured surface mass f luxes at two 5-d intervals during the 
calibration period (Fig. 9). The first interval started immedi-

ately before the second rain event (Day 333) and 
included the wettest period of water year 2011–
2012. The second interval occurred during a dry 
spell at the end of the calibration period. During 
the first 3 d of the wet period (Fig. 9a), the surface 
soil remained fairly wet, and the simulated and 
measured surface mass fluxes were essentially iden-
tical. However, when the soil surface began to dry 
significantly, reaching a pressure head minimum 
of −106 cm (air-dry conditions), the model was 
not able to reproduce the measured f lux (see the 
afternoon of Day 338). During the dry period (Fig. 
9b), the surface soil remained fairly dry (especially 
in the afternoons), and the model consistently 
failed to match the observed upward f luxes. The 
accumulation of these daily discrepancies resulted 
in deviations between the observed and modeled 
cumulative mass f luxes as shown in Fig. 6.

The above discrepancies suggest that the non-
isothermal f low processes as described by the 
extended Richards equation (Eq. [1]) do not fully 
represent the high drying rates when the surface 
soil was at or near air-dry conditions. To better 
understand the flow dynamics during times when 
the model failed to capture the observed drying 
rates, we examined the vapor and liquid f luxes in 
the top 100 cm on Days 336 and 357, respectively. 
These dates are in the middle of the wet and dry 
periods. The dashed lines in the top plot of Fig. 
10 represent the points in time at which the fluxes 
were calculated. Overall, vapor flow played a minor 
role compared with the liquid f lux. A significant 
vapor f lux occurred only during the second half 

Fig. 6. Measured cumulative mass fluxes, assuming that lysimeter 
mass changes were due to water fluxes through the upper bound-
ary only, and corresponding best-fit modeled mass fluxes during the 
calibration period.

Fig. 7. Measured and modeled water contents at eight layers during the calibration period. 
The shaded regions represent standard errors (SE) of four replicate sensors except at 100, 
200, and 250 cm, where they denote the range of two sensors.



VZJ | Advancing Critical Zone Science� p. 11 of 17

of the wet day and was limited to the 
top few centimeters. During the rela-
tively dry Day 357, a downward flux was 
observed during the first half of the day, 
with the total f lux being divided almost 
equally between the vapor and liquid 
f luxes. However, in the afternoon of 
Day 357, just when the model started to 
fail in capturing the observed f lux, the 
upward f lux was driven only by liquid 
water f low that mostly originated from 
the top few centimeters. No upward 
f lux occurred below 5 cm. The model 
thus failed to fully capture the drying 
process, since there was no sufficient 
liquid f lux. Additionally, the surface 
soil reached a pressure head of −10−6 cm 
at this time (Fig. 9, top). These results 
are consistent with the basic premises 
of the van Genuchten–Mualem model 
(Mualem, 1976; van Genuchten, 1980) 
of unsaturated hydraulic conductivity. 
When the soil is in such a dry state, a 
very strong gradient in the pressure head 
cannot overcome the steep drop in the 
hydraulic conductivity.

Validation Period
Figure 11 shows a comparison of mea-
sured and best-fit simulated cumulative 
mass f luxes at the lysimeter surface. 
The validation period was marked by 
four low-intensity rain events, which 
added a total of ~5  m of precipitation 
to the lysimeter. However, the lysimeter 
recorded a net loss of ~0.6 cm through 
the validation period. The wetting front 
from the rain events clearly registered at 
10 cm and showed very small and slow increases at 25 cm (Fig. 
12), which indicates that most or all of the rainwater had been 
lost by evaporation and not deep drainage. The model accurately 
predicted the wetting dynamics during all four rain events but 
failed to fully capture the drying dynamics. This discrepancy 
between the model predictions and the measurements increased 
during the slow but steady drying process that followed the rain-
fall events.

In comparison, HYDRUS-1D predicted the temperature dynam-
ics at all depths reasonably well, as shown by the results in Fig. 
13. The predicted temperature dynamics exhibited wider diurnal 
fluctuations than the sensor data at 10 and 25 cm. However, there 
was no lateral variability in the recorded temperatures, which is 
evident by the nearly invisible error margins.

Model Limitations 
and the Way Forward
Evaporation from initially wet, bare porous media is typically 
divided into three distinct stages (Idso et al., 1974; Or et al., 
2013). The first two stages—commonly referred to as Stage I, or 
the constant rate period, and Stage II, or the transition period—are 
controlled by the evaporative demand of the ambient atmosphere 
and last as long as there is a continuous liquid water supply to 
the surface facilitated by upward capillary flow (Or et al., 2013). 
The transition from Stage I to Stage II evaporation represents the 
transition from saturated or near-saturated flow to increasingly 
unsaturated upward flow at rates that are less that the potential 
evaporation rate. The phase transition of water from liquid to 
vapor during Stages I and II mostly occurs at the soil surface, and 
this process controls the actual evaporation rate. In this regard, 

Fig. 8. Measured and simulated temperatures at eight layers during the calibration period. The shaded 
regions represent the standard errors of four replicate sensors except at 200 and 250 cm, where they 
denote the range of two sensors.
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HYDRUS-1D and the underlying Richards equation 
satisfactorily capture subsurface liquid water flow. This 
is evident in the comparisons between the simulated and 
measured mass losses over the few days immediately after 
each rain event, during both the calibration and validation 
periods (Fig. 6 and 11).

During Stage II, liquid water flow to the surface occurs 
under increasingly unsaturated conditions to meet the evap-
orative demand at the surface. When the rate of water supply 
is no longer adequate to match the evaporative demand, even 
with increasingly steeper pressure head gradients near the 
soil surface, the continuous stream of liquid water that sup-
plies the evaporating surface breaks and a dry soil layer forms 
at the surface. This results in a further drop in the evapora-
tion rate and marks the transition from Stage II to Stage 
III evaporation. Stage III evaporation is controlled by water 
vapor diffusion through the dry layer above the secondary 
drying front (Shokri et al., 2008), where phase changes occur 
at and below the soil surface. As the secondary drying front 
recedes deeper into the soil, the length of the diffusive path 
increases, which leads to a continuous decrease in the overall 
evaporation rate. The drop in the evaporation rate during 

Fig. 10. Prescribed and actual simulated surface fluxes of water during wet (left) and dry (right) days and liquid- and vapor-phase fluxes in the top 100 
cm at selected times. The dashed lines represent the points in time at which the fluxes were calculated.

Fig. 9. Modeled surface pressure head and prescribed and actual modeled surface 
fluxes of water during (a) wet and (b) dry periods. HYDRUS-1D could not model 
the prescribed flux when the surface soil was very dry.



VZJ | Advancing Critical Zone Science� p. 13 of 17

the transition between Stages II and III depends on the depth of 
the drying front when the liquid-phase discontinuity first emerges 
and a secondary drying front forms (Shokri et al., 2008). Lehmann 
et al. (2008) suggested that this depth is a characteristic property of 
the porous medium that depends on the pore-size distribution of 
the medium. Shokri and Or (2011) estimated values between 3 and 
14 mm (depending on the soil texture, ranging from coarse to very 
fine) as the initial thickness of the dry layer and the initial depth of 
the secondary drying front.

The results of our study highlighted two inherent limitations of 
the governing equations (Eq. [1–5]) underlying HYDRUS-1D 
and similar simulators. One limitation is that although the model 
accounts for nonisothermal vapor diffusion (see Eq. [1]), it does 
not permit discontinuity in the liquid phase. Therefore, the vapor 
pressure is assumed to be in equilibrium with a continuous but 
increasingly drier matrix during Stage III. This assumption limits 
the vapor concentration gradient that can be 
established between the drying front and the 
surface. Model limitations associated with 
this shortcoming can only be alleviated by 
enabling liquid-phase discontinuities with a 
moving boundary within the model domain, 
such as using a secondary drying front as 
proposed by Shokri et al. (2008). This forced 
continuity leads to a pressure head that asymp-
totically tends toward infinity near a drying 
soil surface. To avoid numerical instability 
and thermodynamically unrealistic pressure 
head values, HYDRUS-1D imposes a mini-
mum pressure head. In this study, we used a 
value of hcrit = −106 cm, which corresponds 
to typical air-dry conditions (the model results 
were not sensitive to variations in the range 

−108 cm < hcrit < −106 cm). The bimodal 
Durner WRC afforded adequate flexibility 
that matched the measured behavior in the 
hyper-dry and wet regimes.

The other limitation is that the underlying 
assumption behind Mualem’s model of the 
unsaturated hydraulic conductivity does not 
adequately describe f low in the hyper-dry 
regime. The model was derived assuming that 
the porous medium can be approximated by 
a bundle of capillary tubes. This conceptu-
alization adequately describes the retention 
and dynamics of capillary menisci in wet and 
moderately wet systems but does not rep-
resent the soil water dynamics well when 
soil water is distributed in the form of thin 
films. The discrepancy is particularly notice-
able when simulating liquid f low. The 

Fig. 11. Measured cumulative mass fluxes, assuming that lysimeter mass 
changes were caused by water fluxes across the upper boundary only, and 
corresponding predicted mass fluxes during the validation period.

Fig. 12. Measured and predicted water contents at eight layers during the validation period. The 
shaded regions represent standard errors of four replicate sensors except at 200 and 250 cm, where 
they denote the range of two sensors.
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soil moisture dynamics and evaporation in 
very dry soils. A model that can capture all 
of the infiltration, redistribution, and evapo-
ration processes of water in arid soils will be 
a valuable tool for quantifying the moisture 
dynamics of arid ecosystems and their effects 
on climate change, plant growth, erosion, and 
recharge patterns.

66Conclusions
The SEPHAS lysimeter facility provides a 
unique dataset for desert hydrologic research. 
The lysimeters are instrumented with reliable 
and accurate sensors with robust quality con-
trol and curating mechanisms in place. The 
well-defined upper boundary condition and 
the accurate scale allowed us to close the water 
balance. Additionally, the high density of data 
acquisition allowed for a reliable representa-
tion of water flow in unsaturated desert soil.

In this study, we tested the reliability of the con-
ventional approaches of modeling unsaturated 
flow in the dry end of the soil water spectrum. 
We showed that infiltration and redistribu-
tion could be represented fairly accurately 
with the Richards equation. The model also 
performed well in describing the early stages 
of evaporation (i.e., Stage I and parts of Stage II 
evaporation), when the evaporative demand at 
the soil surface is the primary driver. However, 
the model consistently underestimated Stage 
III evaporation. We identified two potential 
causes that contributed to this discrepancy. 
First, the classical Richards equation does not 
permit hydraulic discontinuity and vapor-dif-

fusion-limited water transfer from a subsurface drying (evaporation) 
front upward to the soil surface. The forced continuity requires 
unrealistic equilibration between an extremely dry but continuous 
thread of liquid water and vapor. Vapor flow that occurs under such 
conditions is likely to underestimate Stage III evaporation. Second, 
the hydraulic conductivity model used in the HYDRUS-1D code 
likely underestimates water flow rates for very dry soil conditions. 
More work is clearly needed to delineate the relative contributions of 
these two shortcomings and to correct for their effects.

66Appendix: Linear Scaling 
of Hydraulic Properties
The variability in bulk density in the lysimeter was accounted for 
in the simulations by using scaling coefficients. Water contents, 

bundle-of-capillaries assumption requires the unsaturated hydraulic 
conductivity to drop indefinitely at a steep rate with lower negative 
pressure heads. However, conceptual models of unsaturated flow 
that integrate both capillary and film flow (Tuller and Or, 2001) 
show that the decline in hydraulic conductivity with decreasing pres-
sure heads is more tapered. This problem can be addressed by using 
unsaturated hydraulic conductivity functions that integrate capillary 
and film flow and possibly vapor flow (Tuller and Or, 2001; Peters et 
al., 2015; Rudiyanto et al., 2015).

The discrepancy between simulated and measured evaporation rates 
in this study is likely related to both of the above limitations (i.e., 
properly accounting for evaporation from moving boundaries away 
from the soil surface and accounting for film flow). The high-quality, 
long-term data available from the SEPHAS lysimeter facility provide 
a compelling opportunity to address this critical gap in modeling 

Fig. 13. Measured and modeled temperatures at eight layers during the validation period. The 
shaded regions represent the standard error of four replicate sensors except at 200 and 250 cm, 
where they denote the range of two sensors.
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pressure heads, and hydraulic conductivities at each node can 
be independently scaled by coefficients in HYDRUS-1D. The 
approach permits one to consider the profile as a homogeneous 
medium using parameters of the reference state, but with adjust-
ments for each separate soil layer using the three coefficients.

Consider the WRC of a soil at a reference bulk density (van 
Genuchten, 1980):

( ) ( )
-é ùq=q + q -q + aê úë ûr s r 1

mnh  	 [A1]

where qs = fmax. Similarly, the WRC of the same soil but at dif-
ferent bulk density can be written as:

( ) ( )
¢-¢é ù¢ ¢ ¢ ¢ ¢ ¢q =q + q -q + aê ú

ë ûr s r 1
mnh 	 [A2]

Equation [A1] represents the reference state and Eq. [A2] the 
altered state. Following Vogel et al. (1991), the dimensionless scal-
ing rules that are permitted in HYDRUS-1D are

¢ ¢q -q
=

q-q
r

r
XZD  	 [A3]

¢
= XZ

h A
h

 	 [A4]

Fig. A1. Water retention curves of (a,d) Touchet silt loam, (b,e) Columbia sandy loam, and (c,f ) unconsolidated sand packed to varying degrees of 
bulk density. Original data derived from Laliberte et al. (1966) are in the top row. Water contents and pressure heads were rescaled by the bulk density 
according to the proposed formulation (bottom row). The solid lines represent van Genuchten water retention fits to the lowest bulk density sample 
of each soil.
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Substituting Eq. [A3] and [A4] in Eq. [A1] and comparing the 
result with Eq. [A2] leads to

¢ ¢r -r
=

r -r
b s

XY
b s

D 	 [A6]

This shows that we can then use a power-law relation to describe 
the other two scale factors:
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Therefore, what remains to be found are the appropriate values of 
a and b. A similar approach was used by Assouline et al. (1997).

Figure A1 shows how Eq. [A6] and [A7] can be used to rescale the 
WRC of compacted soils (top row) to match the uncompacted WRC 
(bottom row). The data correspond to variably packed columns of 
Touchet silt loam (coarse-silty, mixed, superactive, mesic Cumulic 

Haploxerolls), Columbia sandy loam (coarse-loamy, mixed, superac-
tive, nonacid, thermic Oxyaquic Xerofluvents), and unconsolidated 
sand (Laliberte et al., 1966). The best-fit value of a was found to be 

−2.83. Similarly, Fig. A2 shows scaled KS values vs. porosity data 
for all three soils. The data exhibit consistent scaling with a best-fit 
value of 6.97 for b. The two scaling coefficients a and b consistently 
worked well for the three granular media and were assumed to be 
applicable to the SEPHAS lysimeter as well.
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